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Faster  Cheaper

   Bigger

AI lets us break things ...



Ethical principles for medicine
Beneficence: do good
Non-maleficence: do no harm
Autonomy: informed consent, no deception …
Justice: fairness, discrimination, inequality …
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Ethical principles for AI
Beneficence: do good
Non-maleficence: do no harm
Autonomy: informed consent, no deception …
Justice: fairness, discrimination, inequality …
Precautionary principle: beware of unknowns …



Beneficence

New procedures should do good
Bring net benefits (utilitarian)

We saw this, for example, in 
Google’s AI principles



Non-maleficence

Does no harm to anyone 
Not the same as beneficence 
(more egalitarian)

Face recognition 



Autonomy

Respect autonomy of humans
(e.g. informed consent)

E.g. Google’s DUPLEX pretending to 
be human



Justice

Benefits (& burdens) spread equally
Fairness
Respect existing laws

(e.g. algorithmic bias, racial and 
other forms of discrimination)



Precautionary principle

When an activity raises threats of harm to 
human health or the environment, precautionary 
measures should be taken even if some cause 
and effect relationships are not fully established 
scientifically

Enshrined in international law (e.g. EU law, 
Kyoto protocol)



Precautionary principle

When an activity raises threats of harm to 
human health or the environment, precautionary 
measures should be taken even if some cause 
and effect relationships are not fully established 
scientifically

Applies very well to uncertain impacts of AI 
(especially on our mental health)



Only one new ethical challenge!



Who is accountable?



Only one new ethical challenge!



Faster  Cheaper

   Bigger

AI lets us break things ...





COMPAS tool



PAROLE DECISIONS  [PNAS 108(17): 6889-6892]
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TEA BREAK                                              LUNCH



COMPAS tool











How to be more accurate than COMPAS

Ask random people
$1 reward + few sentences + 
Mechanical Turk



How to be more accurate than COMPAS

Ask random people
$1 reward + few sentences + 
Mechanical Turk

Use a simple classifier
Using 2 features: age, #priors



21 definitions of “fair”

Not Guilty Guilty

Predicted 
not guilty

True 
Negative

False 
Negative

Predicted 
guilty

False 
Positive

True 
Positive



21 definitions of “fair”
For all groups, equal false positive 
rate

FP/ (TN+FP) identical

Percentage not guilty who are 
incorrectly predicted guilty

Not Guilty Guilty

Predicted 
not guilty

True 
Negative

False 
Negative

Predicted 
guilty

False 
Positive

True 
Positive
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ProPublica’s complaint about 
COMPAS
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21 definitions of “fair”
For all groups, equal precision

TP/ (TP+FP) identical
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actually are guilty
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21 definitions of “fair”
For all groups, equal precision
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Percentage predicted guilty who 
actually are guilty

Northpointe’s defence of 
“fairness”
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21 definitions of “fair”
For all groups, equal opportunity

FN/ (TP+FN) identical

Percentage guilty who are 
incorrectly predicted not guilty
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21 definitions of “fair”
For all groups, treatment equality

FN/ FP identical

Ratio of incorrect guilty predictions 
to not guilty predictions
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21 definitions of “fair”
For all groups, equalized odds

TP / (TP+FN) identical
FP / (FP+TN) identical

Percentage of guilty predicted 
guilty, and of not guilty predicted not 
guilty

Not Guilty Guilty

Predicted 
not guilty

True 
Negative

False 
Negative

Predicted 
guilty

False 
Positive

True 
Positive



21 definitions of “fair”
Fairness through unawareness

Feature (e.g. race) not used to 
predict outcome ...



21 definitions of “fair”
Most definitions are mutually 
incompatible

Unless prediction is 100%
 accurate

Or groups are identical

E.g. false positive rate and 
precision cannot both be equal!





MUTANT ALGORITHMS



Insurance
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Only one new ethical challenge!
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It is not 
Terminator!









There is an arms race



Taranis in the air



Sea Hunter on the water



MRK-25 on land



Echo Voyager under the sea



They will be 
weapons of terror



They will be 
weapons of mass 
destruction



They will destabilize world



Robots will be 
more efficient



Robots will be 
more ethical



Robots can just 
fight robots



These technologies 
already exist



Bans don’t work



The UN is (slowly) moving

70 nations just called for 
action at General 
Assembly ...



The UN is (slowly) moving

The following film explains 
some reasons why we 
don’t have long ...





Many problems, many solutions



What we need

Multi-disciplinary research
(fairness, verifiability, …)



What we need
Public debate



What we need
Education



What we need
Policy (e.g. regulation)

Informed by independent experts


