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Abstract
As the awareness of AI’s power and danger has risen, the dominant response has been a turn to ethical principles. A flood 
of AI guidelines and codes of ethics have been released in both the public and private sector in the last several years. How-
ever, these are meaningless principles which are contested or incoherent, making them difficult to apply; they are isolated 
principles situated in an industry and education system which largely ignores ethics; and they are toothless principles which 
lack consequences and adhere to corporate agendas. For these reasons, I argue that AI ethical principles are useless, failing 
to mitigate the racial, social, and environmental damages of AI technologies in any meaningful sense. The result is a gap 
between high-minded principles and technological practice. Even when this gap is acknowledged and principles seek to be 
“operationalized,” the translation from complex social concepts to technical rulesets is non-trivial. In a zero-sum world, 
the dominant turn to AI principles is not just fruitless but a dangerous distraction, diverting immense financial and human 
resources away from potentially more effective activity. I conclude by highlighting alternative approaches to AI justice that go 
beyond ethical principles: thinking more broadly about systems of oppression and more narrowly about accuracy and auditing.
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1  Introduction

Artificial intelligence technologies are increasingly being 
deployed in a range of sectors, from healthcare to human 
resources, education, agriculture, manufacturing, and law 
enforcement. However, as the pervasiveness of AI grows, 
so does its capacity to damage lives and livelihoods. Within 
welfare and social support systems, automated decision 
making systems can exacerbate inequality and punish the 
poor [18]. Racialized assumptions can be embedded in infor-
mation infrastructures, perpetuating stereotypes and preju-
dice [55]. Data-driven models can be opaque and biased, 
making detrimental choices in high stakes areas and under-
mining democratic and egalitarian conditions [60]. And all 
of these technologies operate on people and spaces that are 
already economically and socially stratified [51], elevating 
the importance and the difficulty of operating in ways that 
contribute to human rights and dignity. The promises of AI 
have been tempered by its potential for harm [64].

As the awareness of AI’s power and danger has risen, 
the dominant response has been a turn to AI ethics—ethics 
being understood here in the narrow but well-established 
sense as “a set of moral principles” according to both the 
OED and Merriam-Webster dictionaries. The public and 
private sectors have released guidelines, frameworks, and 
principles that are meant to apply when creating new AI 
technology. Over 50 of these have been issued by govern-
ment agencies, including national frameworks produced by 
the UK, the USA, Japan, China, India, Mexico, Australia, 
and New Zealand, amongst others [69]. There are the Beijing 
AI Principles, DeepMind’s Ethics, and Society Principles 
[15], IEEE’s Ethically Aligned Design [34], the Guidelines 
for Artificial Intelligence by Deutsche Telekom [17], and 
the Vatican AI Principles known as the Rome Call for AI 
Ethics [65]. Indeed, the list of AI Principles at AI Ethicist 
now stretches to over 80 entries, with more being constantly 
added [2].

This article argues that this deluge of AI ethical princi-
ples is largely useless. While this view is provocative, it is 
hardly alone: a growing sea of voices have begun critiquing 
the de-facto turn to AI ethical principles as ineffective [39, 
48, 69, 78]. In the first three sections, I lay out three causes 
for this failure: meaningless principles, isolated principles, 
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and toothless principles. The result of this failure is a gulf 
between high-minded ideals and technological develop-
ment on the ground—a gap between principles and prac-
tice. While recent work has aimed to address this gap by 
operationalizing principles [12, 49], this work is fraught in 
attempting to translate contested social concepts to techni-
cal rules and featuresets. The final section argues that, in 
a zero-sum world, the obsession with AI principles is not 
just useless but dangerous in funneling human and finan-
cial resources away from more productive approaches. The 
article thus concludes by highlighting alternatives: the first 
thinks more broadly about AI justice, considering sociopo-
litical dynamics and systems of oppression [14, 46]; the sec-
ond thinks more narrowly, focusing on concrete issues like 
accuracy, auditing, and governance [25, 67].

2 � Meaningless principles

The deluge of AI codes of ethics, frameworks, and guide-
lines in recent years has produced a corresponding raft of 
principles. Indeed, there are now regular meta-surveys which 
attempt to collate and summarize these principles [35]. 
However, these principles are highly abstract and ambigu-
ous, becoming incoherent. Mittelstadt [45, p 501] suggests 
that work on AI ethics has largely produced “vague, high-
level principles, and value statements which promise to be 
action-guiding, but in practice provide few specific recom-
mendations and fail to address fundamental normative and 
political tensions embedded in key concepts.” The point here 
is not to debate the merits of any one value over another, but 
to highlight the fundamental lack of consensus around key 
terms. Commendable values like “fairness” and “privacy” 
break down when subjected to scrutiny, leading to disparate 
visions and deeply incompatible goals.

What are some common AI principles? Despite the mush-
rooming of ethical statements, Floridi and Cowls [21] sug-
gest many values recur frequently and can be condensed 
into five core principles: beneficence, non-maleficence, 
autonomy, justice, and explicability. These ideals sound 
wonderful. After all, who could be against beneficence? 
However, problems immediately arise when we start to 
define what beneficence means. In the Montreal principles 
[77, p 545] for instance, “well-being” is the term used, sug-
gesting that AI development should promote the “well-being 
of all sentient creatures.” While laudable, clearly there are 
tensions to consider here. We might think, for instance, of 
how information technologies support certain conceptions of 
human flourishing by enabling communication and business 
transactions—while simultaneously contributing to carbon 
emissions, environmental degradation, and the climate crisis 
[33, 41, 52]. In other words, AI promotes the well-being 

of some creatures (humans) while actively undermining the 
well-being of others.

The same issue occurs with the Statement on Artificial 
Intelligence, Robotics, and Autonomous Systems [19]. In 
this Statement, beneficence is gestured to through the con-
cept of “sustainability,” asserting that AI must promote the 
basic preconditions for life on the planet. Few would argue 
directly against such a commendable aim. However, there 
are clearly wildly divergent views on how this goal should 
be achieved. Proponents of neoliberal interventions (free 
trade, globalization, deregulation) would argue that these 
interventions contribute to economic prosperity and in that 
sense sustain life on the planet. In fact, even the oil and gas 
industry champions the use of AI under the auspices of pro-
moting sustainability [16]. Sustainability, then, is a highly 
ambiguous or even intellectually empty term [3, 40] that 
is wrapped around disparate activities and ideologies. In a 
sense, sustainability can mean whatever you need it to mean. 
Indeed, even one of the members of the European group 
denounced the guidelines as “lukewarm” and “deliberately 
vague,” stating they “glossed over difficult problems” like 
explainability with rhetoric [43].

If sustainability is ambiguous, so are many of the key 
terms used in AI ethics frameworks. Safety, well-being, 
autonomy, and justice are contested concepts and often shift 
in significant ways depending on the context. Privacy, for 
example, has long overflowed with competing and contradic-
tory definitions, with scholarship noting the lack of clarity 
and accepted consensus around their term [5]. Even the most 
influential conceptions of privacy characterize it as a big 
tent, housing a diverse group of interests and a diverse array 
of meanings [75]. Many key concepts in AI frameworks, 
then, are overburdened, brimming with contradictory mean-
ings. Floridi [20] has suggested that developers of AI may 
conduct ethics shopping, borrowing liberally from different 
frameworks to arrive at a set of easy-to-implement norms. 
However, the fuzziness of AI principles outlined above sug-
gests that this cynical mix-and-match approach may not even 
be necessary. Instead, terms like “beneficence” and “jus-
tice” can simply be defined in ways that suit, conforming to 
product features and business goals that have already been 
decided. Such ambiguity facilitates ethical “box ticking,” 
allowing a company to claim adherence to a set of princi-
ples or ideals without engaging in any meaningful degree of 
reflection or reconfiguration.

3 � Isolated principles

AI development does not take place in a vacuum. The devel-
opment and adoption of technology is always highly social 
and cultural [27], embedded within a rich network of human 
and non-human actors [38]. This means that technology is 
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influenced by existing practices and structures, whether 
that is company cultures or organizational norms [61]. To 
suggest that an AI model is “biased” and only needs to be 
tweaked is to adopt a far too narrow scope, missing out on 
broader or more systemic issues. As Lauer [39] suggests, 
“the failure to build ethical AI can be traced to an organiza-
tion-wide failure of ethics.” In this sense, the lack of mean-
ingful engagement with ethical issues from engineers is a 
symptom of a deeper problem. Unethical AI is the logical 
byproduct of an unethical industry.

The toxicity of tech culture and its propagation of sexism 
and misogyny is well documented [81]. This is a culture 
known for the hypermasculine coder or “brogrammer,” for 
using “booth babes” to attract attention at conventions, and 
for its celebrated company founders who regularly drop porn 
references [10]. One global ride-share company, renowned 
for its innovation and financial success, was long helmed by 
a man who penned a sex memo for a company celebration 
and who described his ability to pick up women as “boober” 
[50]. This type of activity, openly flaunted by some of the 
most worshiped companies and founders, has contributed 
to a highly misogynistic environment. In a survey of over 
200 female tech workers with over 10 year experiences in 
Silicon Valley, 60% of women reported unwanted sexual 
advances [80].

The same toxic conditions can be seen when it comes 
to race. A recent class action lawsuit has accused a widely 
celebrated tech company of fostering racist conditions 
for years, including daily subjection to racial slurs, being 
assigned menial jobs in a segregated area of the factory, 
and being passed over in promotions for management [63]. 
Or we might think of the ten page “anti-diversity” memo 
that circulated at another major tech company renowned for 
its work in artificial intelligence, a screed suggesting white 
men were being marginalized and oppressed [13]. Despite 
claims of being a postracial meritocracy, tech culture is still 
one marked by white, male, heteronormative values—and 
those who fail to conform to this identity are discriminated 
against in subtle but material ways [56].

If the tech industry lacks ethics, so does the education of 
the software engineers and technologists who will soon join 
it. Undergraduate data science degrees emphasize computer 
science and statistics but fall short in ethics training [59]. 
Software engineering, computer science, and other degrees 
that lead into AI development are tightly focused on tech-
nical challenges and their solutions. But there is little to 
no consideration of ethical challenges—how technology 
intersects with race, class, and culture and how these might 
introduce new harms or exacerbate existing inequalities [68]. 
Despite the clear ethical dilemmas presented by emerging 
technologies, García-Holgado et al. [23] have observed 
a lack of integration of computer ethics in the computer 
science curriculum in Spanish universities. Similarly in 

Australia, Gorur et al. [26] surveyed 12 curricula in univer-
sities, finding that they focused on micro-ethical concepts 
like professionalism while lacking macro-ethical agendas 
such as betterment of society and the planet. Ethics units 
are rarely included in computer science courses, and several 
of these are even shunted into the last few sessions if time 
allows [24], demonstrating the lowly status of ethics in AI 
education.

The lack of ethical training in education, combined with 
the lack of ethical application in the industry, suggests that 
AI development takes place in an ethically empty milieu. AI 
technologists cannot be said to be “unethical” because that 
would imply an awareness of ethical norms and a decision 
to actively ignore or violate them. Instead, these technolo-
gies are conceptualized, developed, and brought to market 
in an “a-ethical” space, a realm where ethical dilemmas 
never even enter the frame. In this sense, the problem-space 
considered when developing a technology is far too narrow, 
failing to encompass the ethical, moral, and social impacts 
of designing a product in a particular way [62]. Given these 
conditions, the presence of an AI code of ethics which 
is tightly focused on a digital product or service appears 
entirely insufficient. Such an ethical framework, situated 
“downstream” from company culture, will fail to address the 
more fundamental inequalities and underlying social issues 
that shape technological development.

4 � Toothless principles

Finally, AI ethical principles have failed due to the lack of 
consequences. Rességuier and Rodrigues [69] argue that 
currently AI ethics has no teeth, and this is because ethics 
is being used in place of regulation. Ethics is being asked to 
do something it was never designed to do. AI ethical frame-
works can set normative ideals but lack the mechanisms to 
enforce compliance with these values and principles [69]. 
After surveying 22 sets of guidelines, Hagendorff [28] con-
cludes that AI ethics is failing on many levels; they lack any 
enforcement mechanisms and their values are easily over-
written by economic incentives, often becoming little more 
than marketing devices.

Principles are not “self-enforcing,” notes Calo [11], “and 
there are no tangible penalties to violating them.” In 2019, 
for instance, Google announced the creation of a new inde-
pendent body to review the company’s AI practices. The 
Advanced Technology External Advisory Council, com-
posed of philosophers, engineers, and policy experts, would 
review the company’s projects and evaluate whether they 
contravened their AI principles. However, the group would 
have no actual power to veto projects or halt them in any 
meaningful way [36].
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The dominant focus on (toothless) ethics is a boon to 
technology companies, who have long attempted to outrun 
or avoid legislation. Uber outpaced regulation by expanding 
rapidly into cities across the globe with a business model 
designed to bypass labor responsibilities and protections 
[50]. Similarly, Airbnb swiftly expanded worldwide, run-
ning for years in major centers before eventually confronting 
regulation around house rental and hotels. When legislation 
does catch up, companies attempt to impede, resist, or over-
turn regulations, as high profile legal cases involving Apple, 
Google, Facebook, and others demonstrate.

Legislation takes time to draft, pass, and enforce, and 
in this sense, Nemitz [54] describes the focus on AI ethics 
and the subsequent deferral of regulation as a genius move 
by corporations. Placing the production of ethical state-
ments into the limelight allows tech operations to continue 
unchecked, unhindered by lawsuits, fines, or other penalties. 
Ochigame [57] concurs, asserting that ethical AI is “aligned 
strategically with a Silicon Valley effort seeking to avoid 
legally enforceable restrictions of controversial technolo-
gies.” Nemitz [54] thus calls for ethics to be swiftly followed 
by legislation: the law has democratic legitimacy and can be 
enforced, producing a credible threat that AI powerhouses 
would need to take into account.

Toothlessness is not just about lack of penalties, but 
also about the lack of friction between ethical principles 
and existing business principles. Green [27, p 209] sug-
gests that ethics is “vague and toothless” and is “subsumed 
into corporate logics and incentives.” Values listed in AI 
ethics statements and proposed by AI ethics organizations 
adhere closely to corporate values (or as the first section 
demonstrated, can be interpreted in ways that align with 
them). Such principles slot neatly into existing corporate 
playbooks, rarely questioning “the business culture, revenue 
models, or incentive mechanisms that continuously push 
these products into the markets” [31, 43]. The Partnership 
on AI, for instance, touts itself as a non-profit community 
of diverse stakeholders ranging from academia and civil 
society to industry and media. The implicit claim of such 
an organization is to give a voice to the people and in this 
way counter corporate overreach or at least keep it in check. 
However, Ochigame [57] observes that the Partnership’s 
recommendations “aligned consistently with the corporate 
agenda” and essentially served to legitimize the activity of 
AI powerhouses.

Toothlessness means that corporations can buffer their 
reputation by carrying out high profile work on ethical 
frameworks, confident in the fact that such ethics will not 
fundamentally alter their product affordances, organizational 
hierarchies, or quarterly earnings. In other words, companies 
can enjoy the appearance of ethics without the substance. 
Borrowing from the well-known concept of “green wash-
ing,” this phenomenon of “ethics washing” as a means of 

dodging regulation has risen to prominence in debates on 
AI ethics [20, 30, 43, 82].

5 � The principles/practice gap

The failure of AI ethical principles is not spectacular but 
silent, resulting in the desired outcome: business as usual. In 
his AI Debate statement, Calo [11] highlights this paradox. 
AI is hailed as revolutionary, a transformation that will dis-
rupt work and life in myriad ways—and yet there has been 
significant resistance to updating legislation and regulation 
to manage this shift. The obsession with AI ethics perpetu-
ates this paradox, upholding the rhetoric of AI innovation 
while never allowing AI’s transformative potential to alter 
legal frameworks or impinge on technical operations in any 
meaningful way.

Business as usual suggests a gulf between ethical guide-
lines and practical implementation, a gap between principles 
and practice. This chasm becomes clear when we turn to the 
production environments where AI technologies are devel-
oped. Industry bodies such as the Association for Computing 
Machinery have adopted codes of ethics that are meant to 
guide and govern engineering practice. However, in a study 
of software engineering students and professional software 
developers, McNamara et  al. [42] found that explicitly 
instructing developers to consider this ethical code had no 
discernible difference compared to a control group. Develop-
ers did not alter their established ways of working.

In another study, Vakkuri et al. [79] carried out interviews 
at five different companies which were involved in AI devel-
opment. While all the participants acknowledged the impor-
tance of ethics, when asked whether their AI development 
practices took ethics into account, all respondents answered 
no [79]. Building on this empirically based research, the 
authors suggest that there is a significant gap between the 
research and practice of AI ethics [71]. In a later study, Vak-
kuri et al. [78, p 195] specifically examined the attitudes 
of developers in software startup environments, concluding 
that there is a “complete ignorance of ethical consideration 
in AI endeavors.” Ethics, so lauded in the academy and the 
research institute, are shrugged off when entering the engi-
neering labs and developer studios where technologies are 
actually constructed.

Recognizing the current gap between AI principles and 
AI practice, researchers and companies have aimed to make 
ethical values feasible and actionable in real-world settings. 
There is a drive to bridge this ethics/practice gap [73], to 
operationalize AI ethics principles [12, 47] and to translate 
principles into practices [49]. High-minded normative state-
ments must be integrated in meaningful ways into datasets, 
production pipelines, and product features. Taking a cue 
from software-as-a-service, Morley et al. [48] suggest ethics 
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could function as a service composed of an independent 
multi-disciplinary ethics board, a collaboratively developed 
ethical code, and AI practitioners themselves.

However, operationalizing AI ethics promises to be diffi-
cult or even impossible, a daunting challenge underestimated 
by a technically focused industry and even by ethicists. 
Hagendorff [28, p 103] for instance, makes a number of sali-
ent points but also suggests that privacy and fairness, which 
occur frequently in ethical frameworks, are aspects for which 
“technical fixes can be or have already been developed.” 
He goes on to suggest that “accountability, explainability, 
privacy, justice, but also other values such as robustness or 
safety are most easily operationalized mathematically and 
thus tend to be implemented in terms of technical solutions” 
[28, p 103]. The ease with which issues like fairness and 
privacy are waved off as being “resolved” is stunning. These 
are highly contested issues, with high stakes. What is fair 
and who gets to decide it? How might the notion of fairness 
respond to historical inequalities suffered by a particular 
people group? And how might fairness play out differently in 
different contexts and conditions? These are complex ques-
tions which have shifted substantially over time and which 
intersect with race, gender, and culture [29, 58].

Of course, this is not to suggest that there has been no 
work around these issues in computer science. When it 
comes to privacy, for instance, cloud-based technologies 
unlock new ways of grouping data entries or encrypting vari-
ables so that the ability to identify subjects or de-anonymize 
them is minimized [53]. But such work adopts one particular 
understanding of privacy and responds to it in one particular 
way. And even within this narrow scope, there are always 
trade-offs and workarounds that need to be considered [53]. 
The same point applies to related concepts such as fair-
ness, safety, and justice, which can in no way be considered 
“resolved” by the limited technical responses to-date.

Operationalization is not simply a perfunctory matter 
of “translating” an ethical value into a technological out-
come. There are tensions and trade-offs that must be worked 
through and worked out into the material form of a data 
model or a digital product. Krijger [37] suggests there are 
two key tensions that apply when attempting to operational-
ize AI ethics: an inter-principle tension, where competing 
ethical demands are placed on an AI design; and an intra-
principle tension, which highlights the difficulty of materi-
alizing a principle into a technological form. Based on the 
insights above, then, we can suggest two hurdles to opera-
tionalization: (1) the challenge of wrestling with competing 
principles to arrive at meaningful demands and (2) the chal-
lenge of implementing those demands as concrete features, 
interfaces, and infrastructures. This is difficult work which 
requires engaging with social and political questions and 
prototyping, testing, and rejecting different designs: there 
are no shortcuts.

6 � Alternatives to ethical principles

The dominant turn to AI principles is simultaneously a 
turn away from alternative approaches. In a zero-sum 
world, the immense human and financial resources poured 
into generating AI ethics frameworks funnels it away 
from other programs of action. It is not enough, then, to 
denounce AI ethics as fruitless or useless. Instead, a criti-
cal assessment of the impact of ethics work to-date must 
conclude that it is dangerous, hoarding expertise and fund-
ing that should be devoted to more effective work. The 
high stakes of AI—its ability to harm some of the most 
vulnerable communities and ecologies in material ways—
only increases the urgency of recognizing this strategic 
misstep and its misallocation of resources.

What would be more productive approaches than the 
de-facto turn to ethical principles? One approach, in 
essence, is to think more broadly about AI justice. Zal-
nieriute [84, p 139] argues that the current focus on AI 
procedural issues like transparency is blinkered, acting 
as an “obfuscation and redirection from more substan-
tive and fundamental questions about the concentration 
of power, substantial policies, and actions of technology 
behemoths.” Similarly, Powles [66] suggests that concen-
trating tightly on bias distracts us from more fundamental 
and urgent questions about power and AI.

AI justice provides a useful term that productively 
expands the ethical scope of inquiry and intervention. As 
Gabriel [22, p 218] notes, AI justice “reframes much of the 
discussion around ‘AI ethics’ by drawing attention to the 
fact that the moral properties of algorithms are not internal 
to the models themselves but rather a product of the social 
systems within which they are deployed.” If ethical prin-
ciples are situated within company cultures and broader 
systems of power (as discussed in Sect. 2), then it makes 
sense to expand the scope of ethical engagement. Or, put 
differently, if machine learning reflects, reproduces, and 
amplifies structural inequalities, then any ethical program 
must operate intersectionally, considering a wide array of 
social and political dynamics [14].

What might this broader analysis entail? As a brief 
example, AI justice may allow us to reflect more critically 
upon the universal notion of the “human” in AI rhetoric 
and the often empty truism that we need to design AI to 
benefit “humanity.” History has shown that some racial 
and ethnic groups were deemed more “human” and deserv-
ing than others, while others were considered less-than-
human or even subhuman [51]. Similarly, AI justice may 
provide useful ways to problematize a taken-for-granted 
principle like “fairness” which appears across many ethi-
cal frameworks. Historically fairness has been defined by 
hegemonic groups in ways that perpetuate their advantage: 
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far from being “common sense,” fairness is always his-
torical and cultural with major racialized and gendered 
dimensions [83].

What might a commitment to AI justice look like in prac-
tice? At a concrete level, it may mean organizations engag-
ing with groups that bear the brunt of AI impacts but are 
not typically consulted: children, people of color, LGBT-
QIA + communities, migrants, and other groups. Those who 
develop AI need to better understand the particular needs of 
these communities, and then work with them in meaningful 
ways to ensure that AI contributes to their well-being and 
does not exacerbate historical inequities. Large tech compa-
nies and “tech-forward” governments particularly have a role 
to play here in leading by example and thus establishing a 
blueprint for best-practice AI work moving forward.

How else might AI justice manifest? Considering justice 
in AI more broadly might mean confronting the longstand-
ing relationship between capitalism and computation [4], 
recognizing the extent to which technologies have margin-
alized women [32], or considering the knowledge-systems 
that have been privileged and the indigenous epistemologies 
that have been ignored [74]. One specific strain of work has 
begun to think more concretely about ways to decolonise 
AI, unraveling histories of inequality and asymmetric sys-
tems of power [46]. However, this work is nascent and it 
remains unclear how AI technologies might be decolonised 
or even what that might entail [1]. This is difficult work 
that may entail acknowledging privilege, confronting cor-
porate assumptions, or developing community consensus. 
In contrast to the prominent work on AI principles, Bender 
[6] suggests that this work of reversing power centralization 
and longstanding systems of oppression is harder and less 
trendy—but work on ethical AI is useless without it.

If AI justice and its invitation to broaden our ethical hori-
zon is one approach, the other, in essence, is to think more 
narrowly. Such work does not invoke the grand scope of AI 
ethics, but often uses more mundane but better-understood 
terms: accuracy, alignment, mismatch, and impacts. The 
work of Timnit Gebru and her colleagues is exemplary in 
this regard. If facial analysis misclassifies subjects because 
the datasets are dominated by light-skinned subjects, then 
this problem might be partially diagnosed and addressed 
by introducing a new dataset balanced by gender and skin 
type [9]. If the provenance and origins or datasets used in 
AI productions are often obscured, then this problem could 
be mitigated through “datasheets,” standard documents that 
lay out a datasets creation, collection method, limitations, 
recommended uses, and so on [25].

This is granular work or even gruntwork, the less spec-
tacular labor that digs into the data infrastructures and digi-
tal substrates of machine learning and AI production. AI, 
after all, is material not magical, cobbled together from 
datasets, software libraries, engineering expertise and 

hardware-accelerated computation. As Joanna Bryson [7] 
reminds us, AI and machine learning occurs through design 
and produces a material artifact; auditing, governance, and 
legislation should be applied to correct sloppy or inadequate 
manufacturing, just as we do with other products. The basic 
idea across this strain of research is to make concrete pro-
gress in improving AI by breaking the often nebulous con-
cept of “ethics” down into measurable metrics and discrete 
goals.

Two aims emerge when surveying this work. First, there 
is transparency. This is the ability to see how a system oper-
ates, to grasp what its assumptions are, and to understand 
how it responds to different contexts and situations. Over-
sight and auditing are key terms within this theme. As one 
example, Raji et al. [67] have proposed an end-to-end frame-
work for AI production. The system would allow developers 
to audit their work at each stage and see how well it matches 
organizational principles. Such tools aim to provide better 
oversight about the kinds of decisions that are being made 
and the kinds of (potentially harmful) consequences that 
may result. In a similar vein, Mitchell et al. [44] propose 
model cards for model reporting. These short documents 
would accompany trained machine learning models and 
provide benchmarked evaluation. Such tools would allow 
developers to see how the model responds across a variety of 
different conditions, analyzing, for example, its performance 
across different demographic or phenotypic groups.

Once we can understand what is wrong with a model 
or system, we need an ability to act on this information. 
Transparency must then be accompanied by accountability. 
Recourse, responsibility, and governance are key terms here. 
There needs to be clearly defined lines of accountability and 
both producers and consumers of technology must have the 
ability to meaningfully address harmful AI technologies. 
Redressing these harms might entail redesigning a product, 
consulting members of a community, or halting an AI ser-
vice altogether. And accountability must be backed up by 
enforcement: lawsuits, fines, or banning from a particular 
jurisdiction. Such aims suggest a place for conventional gov-
ernance structures using managerial hierarchies and humans 
in the loop to identify responsibility within an organization 
[8]. Equally, however, they suggest grassroot efforts that aim 
to redress harms by reimagining data and models in ways 
that better suit the needs of a particular community [71].

Taken together, these alternative approaches of thinking 
more broadly and more narrowly suggest that many different 
stakeholders have a part to play in reshaping AI. Designers 
and developers are able to code up particular affordances and 
integrate them into digital products and platforms. Managers 
can take the lead in implementing testing and auditing librar-
ies. Business and community leaders can establish cultures 
which are reflective and open to forms of critical question-
ing and exploration. Governments can create new policy 



AI and Ethics	

1 3

mechanisms and enforce compliance by properly resourc-
ing the relevant agencies. And even more minor actors like 
professional societies and insurance companies can exert 
force through codes of conduct and defining certain practices 
as risky. Together, these twin approaches go beyond ethical 
principles, making progress in this critical area by reflecting 
deeply and radically about the potentials and pitfalls of AI.
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ABSTRACT 

The word 'ethics' is under siege in technology policy circles. 

Weaponized in support of deregulation, self-regulation or hands-

off governance, “ethics” is increasingly identified with technology 

companies’ self-regulatory efforts and with shallow appearances of 

ethical behavior. So-called “ethics washing” by tech companies is 

on the rise, prompting criticism and scrutiny from scholars and the 

tech community at large. In parallel to the growth of ethics washing, 

its condemnation has led to a tendency to engage in “ethics 

bashing.” This consists in the trivialization of ethics and moral 

philosophy now understood as discrete tools or pre-formed social 

structures such as ethics boards, self-governance schemes or 

stakeholder groups.  

The misunderstandings underlying ethics bashing are at least three-

fold: (a) philosophy and “ethics” are seen as a communications 

strategy and as a form of instrumentalized cover-up or façade for 

unethical behavior, (b) philosophy is understood in opposition and 

as alternative to political representation and social organizing and 

(c) the role and importance of moral philosophy is downplayed and 

portrayed as mere “ivory tower” intellectualization of complex 

problems that need to be dealt with in practice. 

This paper argues that the rhetoric of ethics and morality should not 

be reductively instrumentalized, either by the industry in the form 

of “ethics washing,” or by scholars and policy-makers in the form 

of “ethics bashing.” Grappling with the role of philosophy and 

ethics requires moving beyond both tendencies and seeing ethics as 

a mode of inquiry that facilitates the evaluation of competing tech 

policy strategies. In other words, we must resist narrow reductivism 

of moral philosophy as instrumentalized performance and renew 

our faith in its intrinsic moral value as a mode of knowledge-

seeking and inquiry. Far from mandating a self-regulatory scheme 

or a given governance structure, moral philosophy in fact facilitates 

the questioning and reconsideration of any given practice, situating 

it within a complex web of legal, political and economic 

institutions. Moral philosophy indeed can shed new light on human 

practices by adding needed perspective, explaining the relationship 

between technology and other worthy goals, situating technology 

within the human, the social, the political. It has become urgent to 

start considering technology ethics also from within and not only 

from outside of ethics. 
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1  Introduction 

On May 26th 2019, Google announced that it would put in place an 

external advisory council for the responsible development of AI 

[1], the Advanced Technology External Advisory Council (or 

ATEAC). Following a petition signed by 2,556 Google workers [2] 

demanding the removal of one of the body’s board members, anti-

LGBT advocate Kay Coles James [3], the advisory body was 

withdrawn approximately one week after its announcement. This 

episode and the backlash it produced provide a salient illustration 

of the tensions around the use of “ethics” language in technology 

policy. Instrumentalization and misuse of such language in 

technology policy has recently proliferated and taken two forms. 

On the one hand, the term has been used by companies as an 

acceptable façade that justifies deregulation, self-regulation or 

market driven governance, and is increasingly identified with 

technology companies’ self-interested adoption of appearances of 

ethical behavior. We call such growing instrumentalization of 

ethical language by tech companies “ethics washing.”[4] Beyond 

AI ethics councils, ethics washing includes other attempts at 

simplifying the value of ethical work, which often form part of a 

corporate communications strategy: the hiring of in-house moral 

philosophers who have little power to shape internal company 

policies; the focus on humane design – e.g. nudging users to reduce 

time spent on apps – instead of tackling the risks inherent in the 
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existence of the products themselves [5]; the funding of work on 

“fair” machine learning systems which positively obscures deeper 

questioning around the broader impacts of those systems on society 

[6]. 

 

On the other hand, the technology community’s criticism and 

scrutiny of instances of ethics washing often borders into the 

opposite fallacy, which we call “ethics bashing”. This is a tendency, 

common amongst social scientists and non-philosophers, to 

trivialize “ethics” and “moral philosophy” by reducing more 

capacious forms of moral inquiry to the narrow conventional 

heuristics or misused corporate language they seek to criticize. 

Equating serious engagement in moral argument with the social and 

political dynamics within ethics boards, or understanding ethics as 

a political stance which is antithetic to – instead of complementary 

to – serious engagement in democratic decision-making, is a 

frequent and dangerous fallacy. The misunderstandings underlying 

ethics bashing are at least three-fold: (a) philosophy and “ethics” 

are seen as a communications strategy and as a form of cover-up or 

façade for unethical behavior, (b) the role and importance of moral 

philosophy is downplayed and portrayed as mere “ivory tower” 

intellectualization of complex problems that need to be dealt with 

in practice; and (c) philosophy is understood in opposition and as 

alternative to political representation and social organizing.  

 

Grappling with the role of philosophy and ethics in tech policy 

requires moving beyond both ethics washing and ethics bashing 

and seeing ethics as a mode of inquiry. We do moral theorizing all 

of the time. When we ask whether a corporate ethics council can 

improve internal policy-making, whether a given machine learning 

system can lead to fairer criminal justice enforcement, or whether 

a given corporate decision is acceptable, we are asking moral 

questions that, properly framed, can lead to a better understanding 

of these phenomena and also to better policies. Becoming aware of 

this fact enables us to see things more subtly, at several levels of 

abstraction, and to more rigorously assess the legitimacy of 

corporate self-regulation and other ethics initiatives.  

 

An important distinction must be made between the intrinsic and 

the instrumental value of ethics. The first is the value of ethics as a 

mode of inquiry which it is independently valuable when engaged 

in as an aspirational process and which takes moral principles 

seriously in achieving better knowledge and understanding of a 

state of affairs or phenomenon. Understood as ethical commitment, 

ethics here is about engaging in a justice-seeking process with or 

without others in the belief that the process itself has independent 

moral value. The instrumental perspective instead sees the value of 

ethics as lying in its results. These results can be good or bad. As 

employed in ethical codes of conduct, professional ethics, or 'ethics 

boards', ethics is a means to an end, it is instrumental to the 

achievement of certain more interesting or valuable outcomes such 

as reputation, innovation, profit, the integrity of a profession. Ethics 

understood in this instrumental way has no value independent of its 

end-results, it is not an internalized aspirational mode of inquiry 

that aims at a better world, but is rather valued for its causal role in 

bringing about other desired results. 

 

Intrinsic and instrumental perspectives on ethics are not mutually 

exclusive and can exist side-by-side. We can value ethics as an 

intrinsically valuable process and also and at the same time 

appreciate the understanding and generous mindset that engaging 

in it enables. However, it will be argued that the more the process 

of engaging in ethics is motivated by outcomes independent of the 

process itself, the less it is taken as an aspirational and intrinsically 

valuable process, the more doubtful its moral value becomes for 

society. Ethics washing and ethics bashing are instrumental 

understandings of ethics, in that both positions or tendencies 

envision or experience ethics as a means to an end and nothing 

more. 

 

Further, what is at stake in recent controversies around the 

weaponization of “ethics” rhetoric are competing thinner and 

thicker moral conceptions of technology companies’ role, the 

former arguably being promoted through narrow instrumental 

understandings of the role of ethical work, the latter arguably being 

promoted through greater participatory democracy and activism. 

Yet this understanding obscures the potential role of ethics within 

a thicker conception of technology policy. The narrower the lens 

one uses to look at an ethical problem, the narrower and more 

limited the response one is willing to offer to address it. As will be 

argued in what follows, it is important to maintain a critical outlook 

on the instrumentalization of ethics in technology settings, while 

also recognizing and respecting its moral worth as an exercise and 

mode of inquiry capable of expanding our horizons and thickening 

our moral commitments. 

 

This paper has three goals. First, it aims to articulate the weaknesses 

of both the ethics washing and ethics bashing fallacies, explaining 

why both are impoverished views of the relationship between 

technology and ethics. Second, it aims to clarify the role and 

importance of moral philosophy in debates about the impact of new 

technologies on society and to dissipate misunderstandings 

according to which moral philosophy is either too abstract to inform 

concrete policy or is a red herring that prevents proper focus on 

political and social action. Far from constituting a barrier to 

appropriate governance, moral philosophy enables us to seriously 

scrutinize the future of technology governance, law and policy, and 

to understand what humans need from new technologies and 

innovation from a unique vantage point. Third and finally, adopting 

a less instrumentalized view of moral philosophy from within 

allows us to be less deferential toward philosophical work in 

technology settings, enhancing our ability to scrutinize certain 

philosophical ideas or moral stances and the impacts they can have 

on technology and society without bashing an entire field of 

inquiry.  

 

The paper is structured as follows. It first explains the function and 

meaning of ethics and moral philosophy, some common criticisms 

of moral philosophy and what it is for. It then clarifies what is 
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wrong with ethics washing, adopting a view from within moral 

philosophy. And finally, it clarifies what is wrong with ethics 

bashing concluding that we should move beyond both tech washing 

and tech bashing, adopt a less instrumentalist position on ethics and 

start taking moral philosophy seriously as a discipline and mode of 

inquiry. 

 

 

2  A Word on Ethics and Moral Philosophy 

The English word "ethics" is derived from the ancient 

Greek words ēthikós and êthos which refer to character and moral 

nature [7].  Morality comes from the Latin moralis which literally 

means manner, character, proper behavior. Both “ethics” and 

“morality” thus refer to the study of good and bad character, 

appropriate behavior and virtue. The two terms are often employed 

interchangeably but have slightly distinct uses and connotations. 

Morality is often associated with etiquette, and rules of appropriate 

social behavior, whereas ethics has instead a more personal 

connotation. Ethics pertains to the cultivation of individual virtue 

abstracted from society, and is sometimes used to refer to personal 

and professional standards of behavior embodied in “codes of 

ethics”. In Confucian philosophy, morality is about respecting the 

family and pursuing social harmony and stability through virtues 

including altruism, loyalty, piety [8]. 

 

In the discussion to follow, the term “ethics” will refer to the 

rhetoric of morality employed in technology circles, and “moral 

philosophy” will instead refer to the philosophical discipline that 

investigates questions around human agency, freedom, 

responsibility, blame, and the relationships between individuals, 

amongst other questions. According to some accounts within what 

we are calling moral philosophy, the scope of the notion of moral 

philosophy is limited to relationships between humans whereas the 

notion of ethics extends beyond humans to animals and nature. 

Some would also distinguish moral from political philosophy while 

others such as Ronald Dworkin see them as interconnected [9]. 

Like Ronald Dworkin, I construe the “moral” widely as consisting 

of the domain of “value,” i.e. an evaluative and interpretative mode 

of inquiry which one can distinguish from scientific or descriptive 

modes of inquiry, those that only (purportedly) pertain to facts [10]. 

The domain of “value” is the specific domain of inquiry of moral 

philosophers, and is sometimes considered to border into other 

domains of philosophy such as aesthetics, the study of beauty and 

aesthetic value, or epistemology, the study of knowledge and belief. 

 

To better illustrate what moral philosophy is, let us use the example 

of surveillance. Let us ask: what is wrong or unethical about certain 

forms of surveillance? Disparate arguments can be offered to show 

that surveillance is wrong in some respects or worth carrying out in 

other respects. Different persons will likely have different views on 

which of these arguments are strongest. As philosophers might put 

it: the morality of surveillance is an evaluative matter, one that we 

might disagree on, a question of value, or otherwise put a moral 

question. Possible lines of reasoning supporting the wrongness of 

surveillance are as follows. Surveillance is objectionable on self-

development and virtue ethics grounds because it incentivizes self-

censorship, reduces human beings’ ability to develop themselves or 

to engage in other valuable causes because of a fear that these 

actions will be held against them. Another argument focuses on 

harm: some forms of surveillance cause harm to individuals (e.g. 

they lead to unjustified and stereotype-enhancing discriminatory 

treatment, they create asymmetries of knowledge and power, they 

perpetuate pre-existing and unjustified inequalities). A third line of 

argument focuses on equal dignity and respect for persons: some 

forms of surveillance fail to treat individuals as equally worthy of 

respect because they are covert and because some people are 

surveilled more than others. There are many other possible lines of 

reasoning for why surveillance might be considered wrong in given 

circumstances. 

 

Each line of reasoning points to different policy solutions. For 

instance, if we believe it is key to enable the pursuit of worthy 

behavior and individuality and that the core reason to resist 

surveillance is that it inhibits such behavior or individuality, we 

might be satisfied with aspects of surveillance that enhance the 

pursuit of certain worthy life goals, including targeted and 

personalized services. On the other hand, if we believe the core 

problem is that the information that is collected can cause harm to 

individuals, we might be prone to advocate for solutions that 

minimize discriminatory impacts and ensure that harms are 

reduced. Finally, if we believe surveillance leads to a degradation 

of human dignity and a failure to treat individuals with respect, we 

might be prone to ban surveillance completely, or to advocate for 

the leveling down of surveillance to a de minimis threshold. Which 

reasons we find most weighty is a matter of philosophical 

commitment and deliberation. The process of weighing our reasons 

against others’ reasons allows us to overcome the intuitive and 

primitive belief that “surveillance is bad because I feel it is,” to 

reject weak arguments and to ground or re-evaluate our position 

based on carefully weighed stronger reasons. Identifying the 

drawbacks of surveillance and its morally unacceptable core also 

allows us to devise nuanced concrete solutions for addressing it.  

 

This process of revising and refining our moral beliefs through 

philosophical inquiry is what John Rawls has called reflective 

equilibrium [11]. This process is not, or not only, about choosing 

one theoretical approach to morality and applying it to all factual 

scenarios - be it consequentialism, deontology, or virtue ethics for 

example. Instead, it entails engaging with an issue of societal 

importance, locating it within existing debates, considering it from 

all relevant standpoints, and making an evaluative judgment as to 

which angle or way of approaching it is capable of shedding the 

most valuable light on it, and can best guide a strategy for 

addressing it. The broader the spectrum of considerations we take 

into account in our moral theorizing, the more interesting, 
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capacious and morally significant the result of an inquiry from 

within moral philosophy, the more inspiring and valuable its 

practical implications.  

 

It is also important to emphasize that moral philosophy and ethics 

can mean different things as part of different fields of study and 

intellectual traditions. The above is intended to capture only a 

glimpse of a larger roadmap of possible uses of the terminology of 

ethics and moral philosophy in technology governance and policy. 

It is not intended to fix the meaning of these rich and complex 

modes of inquiry. 

3  The Limits of Moral Philosophy 

Work in moral philosophy and ethics has a number of limitations. 

Before turning to an analysis of how it can inform the debates on 

ethics washing and ethics bashing, we should recognize four 

common criticisms of the moral philosophy approach that is 

defended in this paper and that is relied on as a lens to develop 

objections to ethics washing, ethics bashing and, as part of a 

reflexive exercise, the instrumentalization of moral philosophy 

itself.  

 

First, philosophy is sometimes criticized for being abstract and for 

not being accessible to large audiences. This makes philosophical 

work often unsuited to advocacy or activism or to making 

provocative contributions to time-sensitive issues. Philosophy is 

also rarely suited to op-eds, for example, or to those who aim at 

quick and easy policy fixes. Yet depth and abstraction are also one 

of the discipline’s advantages: engaging with philosophical work 

prompts us to pause and think, to shield our thinking from 

pragmatic pressures, to enlarge the temporal and geographical 

scope of our research scope. As we engage in this process, our 

intuitions change, we extend our thoughts or revise them so that 

they can connect with and make sense of other problems, we learn 

how to think slower, to think with more depth and more 

systematically. We need more of this kind of slowness in 

technology scholarship. 

 

Second, some work in moral philosophy, particularly in its 

connections with technology, is criticized for not going far enough 

prescriptively. Laying out general abstract principles without 

explaining how they apply to real life situations seems to falls short 

when it comes to making sense of urgent social problems, such as 

many of those that arise in relation to new technologies. Recent 

philosophical work, for example, has been focusing on how the 

trolley problem can guide the regulation of autonomous vehicles 

[12]. Far from telling us what ought to be done in different life 

scenarios, some of the best work in this field offers a higher level 

lens for understanding the role of trolley-based thinking in 

technological design. In the absence of a deep understanding of 

context, focusing on the trolley problem seems unlikely to lead to 

any workable and morally compelling regulatory solutions for 

autonomous vehicles. This and other similar examples leave many 

perplexed by the meager functional value of philosophical work: 

much of it seems irrelevant or unsuited to resolving pressing 

problems in real contexts. Greater emphasis on the special 

epistemic value philosophical work can add in given technological 

contexts could possibly address this limitation [13]. 

 

Third, in practice philosophical work can have effects in context 

that sometimes contradict the principles that motivated the work in 

the first place. Much has been said, for example, about the 

instrumentalization of Hegel and Nietzsche’s philosophical ideas 

by the German nazi regime for their own inhumane ends, an 

instrumentalization that had little connection to what these 

philosophers were actually doing or thinking [14]. More concretely, 

the political candor often associated with philosophical work 

facilitates its frequent instrumentalization for unworthy ends. This 

happens in the technology space. The hiring of moral philosophers 

by technology companies is one example. Philosophers are hired, 

their skills are transformed into a service and subordinated to the 

commercial goals of their employers. In this way, work that might 

have seemed unproblematic, justified or even welcome in an 

academic setting can become positively harmful as a mode of 

reputational propaganda for corporates that reinforces stereotypes, 

serving some interests to the detriment of others. As important as it 

is, this criticism is not fatal to the kind of work philosophers do. 

The emergence of in-house philosophers means philosophical work 

must be scrutinized with even greater care, and philosophers must 

exercise an enhanced level of caution regarding the consequences 

of what they do. It may not be harmful, for instance, for some 

practically-oriented branches of philosophy to become more openly 

attuned to politics. And more importantly, it is time for the funding 

of philosophical work in the technology and governance field to 

become more openly disclosed and discussed. 

 

Fourth, and importantly, philosophy is frequently criticized for 

creating an appearance of principled reasoning, neutrality and 

objectivity when much of what is at play are a philosopher’s 

subjective views [15]. There is some validity to this criticism and 

many supporters of ethics bashing may have this intuitive criticism 

in mind. This critique of moral philosophy, however, is less 

powerful than it first appears. Good contemporary ethical work 

does not attempt to convey an appearance of absolute objectivity. 

Quite the contrary, such work is very clear regarding the uncertain 

bases on which it stands. As said, a large proportion of Anglo-

American moral philosophy follows Rawls’ reflective equilibrium 

methodology [16], whereby intuitions and beliefs are progressively 

made to match considered judgments. This iterative process is one 

many Anglo-American philosophers use to formulate conclusions. 

Although any philosophical conclusion necessarily originates in a 

thinker’s subjective intuitions and beliefs, it is also the product of 

structured and iterative revisions that give such conclusion a solid 

and judgment-proof form that raw intuitions do not have. Far from 

presenting ultimate and final words on a subject, good 

philosophical work is rigorous yet porous and open to scrutiny, its 

aim is to broaden perspectives, allowing us to see the limits of the 

existing and to constantly revise our beliefs. 
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A common theme that straddles these criticisms is that moral 

philosophy can be a worthy enterprise but is too easily 

instrumentalized to serve unworthy goals. As philosophers and 

theorists, we should not only be aware of these vulnerabilities but 

must also combat them by embedding resistance to the exploitation 

and instrumentalization of moral inquiry into our very 

methodologies. 

4  What Moral Philosophy Is For  

Having considered the drawbacks of work in ethics and moral 

philosophy, we must now ask what the exercise of moral reasoning 

and inquiry can add to existing technology policy debates. Here the 

focus is not on how moral philosophy is instrumentalized, but on 

the worth of moral philosophy as a practice and an exercise that is 

taken seriously from within. Philosophical work is valuable and can 

add value in at least four ways. 

 

First, philosophical reasoning and deliberation can act as a meta-

level perspective from which to consider any disagreement relating 

to the governance of technology. Instead of taking arguments 

narrowly, intuitively or personally at face value, philosophical 

reasoning provides us with a framework for stepping back, situating 

any problem within its broader context and understanding it within 

or in relation to other relevant or analogous debates. As such, the 

practice or method of engaging in moral argument allows us to 

broaden our perspective on a debate, to look at it from a wider lens, 

overcoming confusions, filling in gaps, correcting inconsistencies 

and drawing clarifying distinctions. In the debate on surveillance 

examined above, for instance, a philosophical method can help us 

rethink our reasons for rejecting or promoting surveillance, it can 

help us clarify points of agreement with a variety of opponents and 

focus the discussion on where the real disagreement lies and what 

it entails in practice. Otherwise put, philosophy is a good antidote 

to knee-jerk reactions and ideological incompatibility, a method 

that can help us reduce unbridgeable value conflicts and make 

agreement possible by moving discussions to a different level of 

abstraction. This is not to say that ideology and value conflicts are 

unimportant, but merely to recognize the importance of philosophy 

as a method aimed at overcoming or clarifying those conflicts. 

 

A second, related, contribution of moral philosophy to tech debates 

is that it can add a layer of rigorous principled thinking to value-

laden discussions. Moral philosophy should be understood as an 

explanatory mode of inquiry which operates by requiring us to set 

out the justifications and reasons for advancing one view and not a 

different one. By centering attention on the explanation and the 

justification for a position rather than on defending the position 

itself, philosophy shifts and deepens our mindset. Winning the 

argument is no longer as important as placing all arguments on the 

table, as cards might be in a game. Evaluating these arguments’ 

respective strength must precede the assessment of whether one of 

them is a winning one, and whether one position is philosophically 

sounder than another one. Such robust principled inquiry, which is 

what good philosophy is based on, is too frequently absent in 

technology policy and governance discussions, which are instead 

governed by instinctual reactions, topicality, dogmatism and 

reputational hubris. New technologies’ fast-paced market-driven 

genealogy in other words is structurally inimical to principled and 

cautious reflection on desirable social and technical developments. 

 

Third, a normative philosophical lens allows us to move beyond a 

narrow focus on procedural fairness, diversity and representation in 

technology governance. The problem is not just whether an AI 

ethics board’s members come from a variety of backgrounds, but 

also whether the board’s decisions actually constrain Google’s 

actions for the benefit of the public or simply align with Google’s 

incumbent interests. These substantive moral questions are 

questions that can be tackled from within moral philosophy. 

Whether to put a product on the market in spite of significant 

surveillance risks is one example, another one is whether to invest 

in building a product in the first place. A capacious understanding 

of moral philosophy allows us to move beyond checklists of 

procedural guarantees, and ask iteratively whether the outcomes of 

a given governance framework are morally acceptable and worth 

pursuing. In other words, it would be hardly morally justified to put 

in place a self-regulatory scheme that, although it operates 

independently and transparently, in fact leads to a consistent bias in 

favor of corporate interests. 

 

Fourth, far from obscuring ideological conflicts and structural 

divisions [17], engaging in moral philosophy can facilitate 

dialogue, encourage the building of common ground, and provide 

a basis for collaborative and participatory approaches to policy-

making capable of bridging divides in a polarized landscape. An 

important drawback of critical work that centers on power, value 

conflicts and unbridgeable ideological divides is that it renders 

dialogue between people holding different views or occupying 

different social positions more difficult. Pursuing such strategies 

has its advantages but it can also lead to fragmentation in an already 

polarized public sphere. Understanding philosophy as a dialectic 

discipline and grounding methodology in the aspirational 

possibilities of rationalization and conflict resolution can instead 

help us navigate fragmentation and polarization in the current 

climate [18]. Empirically, it has been shown that engaging in a 

discussion in the belief that agreement is a possible outcome can 

facilitate cooperation; this idea has found support in the literature 

on negotiation [19] and beyond academia [20].  

 

Still, as we acknowledge the important contributions of Western 

philosophy to the promotion of an inclusive and discursive public 

sphere, we must also build within such discursive public sphere the 

awareness of power and inequality. Dialogue cannot always be 

premised on the idea that every human has the same voice and the 

same ability to be heard [21]. Equalizing a space in the face of 

structural inequality must thus be one of the first considerations 

when building of spaces for dialogue. It is indeed possible to devise 

a normative philosophical approach that embeds ideology and 
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structural asymmetries within normative philosophical inquiry, and 

that weaves those power and structural dimensions in the very 

articulation of what desirable dialogue or agreement means. 

Contemporary approaches that move in this direction [22] are able 

to maintain the benefits of a discursive methodology while 

expanding the horizon of philosophical inquiry to include issues of 

structural inequality, domination and ideological entrenchment.  

 

All of these positive attributes of moral philosophy seem to hang 

on an understanding of it as a valuable pursuit independently of its 

effects. The following is an attempt to devise such a methodology 

and to apply it to issues of technology ethics, in particular to clarify 

the misconceptions that underlie both ethics washing and ethics 

bashing. 

5  What’s Wrong with Ethics Washing  

Having examined some of the opportunities and limits of moral 

philosophy’s role in informing technology policy, we must now ask 

what makes ethics-based practices as practiced in technology 

policy circles instead particularly problematic. Can moral 

philosophy help us evaluate the acceptability of these efforts? And 

should we call these efforts “ethics washing”? 

 

As Google’s ATEAC episode or the employment of ethicists by a 

number of companies show [23], companies such as Google, 

Apple, Microsoft, OpenAI, Palantir are increasingly making efforts 

from an ethical standpoint, and are particularly concerned about 

their ethical reputation in the face of new technological 

developments in AI and beyond. Putting in place boards of external 

experts and hiring moral philosophers who can engage in ethical 

thinking about the techniques and products being developed in-

house indicates willingness on their part to add an internal layer of 

accountability and governance and to subject themselves to pre-

emptive checks and internal constraints. The intentions behind 

these initiatives are often good, but they beg for further scrutiny. 

Notwithstanding good intentions, embedding philosophers or 

ethicists within technology companies is a double-edged sword and 

could shield these companies from capacious regulation more 

protective for consumers.  

 

As we assess these initiatives, we are therefore pulled in two 

directions. On the one hand, we are tempted to welcome these 

developments as positive and as indicative of a willingness to 

embrace ethical issues. On the other hand, we are moved to criticize 

these company efforts for the potential harms they might bring 

about. Where we stand on this spectrum will often be tainted by our 

background, by the people who we trust or follow on social media, 

by who pays us, and by who we are. What moral philosophy as a 

method enables us to do is take a step back, to consider these two 

attitudes along a spectrum of more nuanced positions on 

companies’ ethical behavior and to evaluate our reasons for 

supporting or resisting initiatives such as the Google ATEAC. It 

allows us to suspend our intuitive reactions and think them through 

by taking into account the reactions and reasons of others. 

 

What is wrong with the instrumentalization of ethics language? 

And what is wrong with ethics boards or self-regulation even if they 

do not aim at reputational gains? An approach from within moral 

philosophy can guide us through these questions. The aim of the 

following analysis is not to attack ethics washing or what may look 

like ethics washing, but to guide us through a reality whose 

complexity neither the companies nor their critics are fairly 

portraying 

  

Self-regulation and self-publicity at first both seem benign. Self-

regulation in certain cases is not only tolerable but actually 

welcome, for instance where regulatory interference by a public 

agency is unlikely to be effective, and where a self-regulatory 

approach can lead to substantive policy improvements for 

individuals and society. Second, in principle, it does not seem 

morally objectionable to fund and develop initiatives that foster a 

positive image of one’s business. It is not wrong for a business to 

engage in self-publicity and self-advocacy. Let us focus on a real 

case of self-regulation in relation to online content moderation.  

 

In the United States governmental regulation of online speech is 

seen with suspicion. The solution to the regulation of online speech 

on Facebook has consequently materialized in the form of an 

internal Oversight Board (FOB), a quasi-judicial body set-up 

internally but composed of external experts to adjudicate on the 

acceptability of controversial user-content on the platform. The 

body has been praised as “one of the most ambitious constitution-

making projects of the modern era,” [24] and is seen as a workable 

and promising approach for taming Facebook’s power over online 

content in the face of First Amendment restrictions on government 

regulation [25]. Nonetheless, while the Board may bring about 

needed transparency and an appearance that content moderation is 

being tackled fairly, we must look beyond Facebook’s messaging 

to find its shortcomings. In spite of its carefully crafted set-up and 

the well-intentioned messaging around its existence, it is likely that 

the FOB will serve Facebook’s interests more than users. First, it 

provides a clear and legitimate way for shielding Facebook from 

other forms of regulation and scrutiny on matters of content 

moderation and community guidelines, including the intervention 

of national or international courts but also the formulation and 

enforcement of legislative redlines and constraints. Second, by 

centering attention on content moderation and community 

guidelines, it allows Facebook to continue developing its Newsfeed 

algorithms as it pleases, and to continue showing individuals 

lucrative content, without interference from regulators or courts. 

Thus, far from addressing all questions of online speech harms, the 

FOB seems to divert attention toward some issues and away from 

the most pressing concerns around misinformation and political 

propaganda.  

 

Self-regulatory initiatives such as the FOB should prompt us to 

look beyond appearances and ask whether their very existence, in 

spite of appearing useful and a step forward, might in fact 

performatively obscure more pressing problems and risk long-term 
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irreparable harm. The same might apply to AI ethics boards and in-

house philosophers. 

6  Three Critiques of Ethics Washing from Within 

Moral Philosophy 

To explore the moral limits of these internal corporate efforts 

mostly aimed at developing more ethical artificial intelligence, we 

must again turn to moral philosophy. At least three possible 

arguments can be raised against initiatives that co-opt ethics 

language and self-regulation for internal purposes. First, the type of 

ethics work carried out within companies or ethics boards seems to 

lack instrumental value, it does not have beneficial effects on 

individuals and society, because it is undertaken under conditions 

that deny these beneficial effects. Second, these practices also seem 

to lack much of the intrinsic, or independent, value associated with 

philosophical inquiry and explored above insofar as they do not 

seem to be undertaken in good faith, or with the aim of achieving 

overall justice. Third, even if these ethics-based practices were 

carried out in absolute good faith and in the pursuit of justice, and 

thus maintained both their instrumental and intrinsic value, 

instrumentalizing ethics reasoning and language to pursue 

company goals generates a specific kind of epistemic concern. 

Indeed, it seems that the performative role of ethics language 

remains problematic even where, as the case of the Facebook 

Oversight Board has illustrated, these efforts are intended to 

address real issues and in fact have positive effects. This happens 

where in spite of having some instrumental value, these efforts 

instrumentalize ethics for the sake of other selfish or less valuable 

ends, yet are presented as if they exclusively served the public 

interest. The following explores these three arguments and their 

limits. 

 

The first critique of self-regulation and company ethics is an 

argument grounded in the poor instrumental value, or narrow 

impact, of ethical work performed within a company. Another way 

of putting it is that as long as philosophical inquiry is carried out 

within the closed proprietary walls of tech companies, its 

contributions are likely to benefit companies more than society at 

large. The decisions of internal AI ethics committees are subjected 

to internal limits, subordinated to the endorsement of high 

management and dependent on company funding. This dependency 

on the company’s benevolence makes such efforts inadequate for 

addressing serious cases of company misconduct and also 

importantly unfit for achieving desirable policy outcomes.  

 

The narrow impact of ethics-based efforts carried out within tech 

companies is due in part to formal limitations on employee-

philosophers’ scope of work or on ethics boards’ mandates. For 

example, Apple’s philosopher in residence has been forbidden from 

making public appearances since he started working for the 

company and Microsoft’s AI ethics board does not disclose the 

reasons for its decisions [26]. Formal limitations like these 

seriously curtail the value of the decisions taken by these 

individuals or bodies. Further, limited impacts are also due to more 

diffuse exercises of influence that shape the broader discourse 

around technological innovation and ethics. These more subtle 

forms of influence and constraint include companies’ funding of 

research and policy initiatives that favor them, the careful selection 

of people to engage with and whose ideas are highlighted, including 

the people these companies choose to have as part of their ethics-

based initiatives [27].  

 

These formal and diffuse constraints on the work of in-house 

philosophers and ethics boards in turn affect the substance of the 

decisions they can issue. While some efforts can be made internally 

to make ethics boards more diverse and representative and in-house 

philosophers also more attuned to the politics of AI, it remains safe 

to say that these bodies or philosophers’ decisions will remain 

conservative when it comes to questions that affect companies’ 

shareholder profits, general strategies, and bottom line. These 

decisions more often than not tend to favor incumbents and the 

status-quo. Desirable shifts in policy can jeopardize the interests of 

companies: strong data protection guarantees, data minimization 

mandates, redlines on the use of AI in credit scoring, criminal 

procedure or content moderation could hardly be started from 

within a company’s ethics board. This is especially the case in areas 

such as big data or AI where systemic fundamental rights concerns 

are in constant tension with company efforts at normalizing their 

practices and bottom lines. In this context, the role of in-house 

philosophers’ decisions is likely to remain confined to steering, 

reviewing and advising on policies and product launches within the 

confines of existing business models. In extreme cases, they might 

contribute to advising against the launch of products on the 

pipeline. Yet it is likely that these cases will remain limited. As 

long as the ultimate decision-maker on any given AI policy is the 

company itself, internal ethics programs will keep benefiting 

incumbents more than users and society and will therefore lack 

instrumental value, all things considered. 

 

The limits of a critique based on the instrumental value of ethics-

based efforts are two-fold. First, it seems that the existence of such 

efforts and their actual positive impacts on society might outweigh 

any resistance to those efforts. Evidence of such positive impacts 

for society rather than for the companies themselves are yet to be 

seen, but our philosophical critique remains open to a 

consequentialist rebuttal in this sense. Second, our critique seems 

to neglect arguments based on procedural fairness. Provided real 

procedural and substantive teeth were placed on self-regulatory 

actions immunizing them from all forms of company pressures, 

perhaps this would make a substantive difference which would 

warrant a more deferential moral attitude toward the resulting 

decisions. In other words, it would be difficult to contest on 

instrumental grounds decisions that are taken under impeccable 

procedural conditions. This argument seems to hold in some cases 

but its merits are fact-specific. In many real-life settings, self-

regulation carried out under impeccable procedural conditions and 

having real teeth seems an oxymoron.  
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Our second critique of so-called ethics washing looks at the act of 

engaging in these efforts by philosophers-in-residence, or members 

of ethics boards, and examines the intrinsic or independent value of 

the activity that these people engage in. Moral philosophy as a 

practice has value when engaged in in pursuit of independently 

valuable goals such as truth, justice or the well-being of society. To 

be valuable, engaging in moral argument must be done to a 

substantial extent out of commitment to moral principle, in the 

belief that it can lead to a better understanding of moral questions. 

If instead it is undertaken for the sake of earning money, pleasing 

employers or obtaining honors and recognitions, then the intrinsic 

value of the exercise becomes morally tainted, it loses that special 

mark of purity that makes us take the process and its outcomes 

seriously.  

 

We might think that this critique is about the actual motivations of 

the philosophers and experts to engage in the exercise. When 

looking at cases of philosophers-in-residence, ethics boards, or 

academics who work closely with these companies, there are 

doubtless some individuals who do it to raise their profile or create 

connections that can lead to further work in the field, or even to 

obtain promotions, honors, or greater impact and salience for their 

work. Yet many also do it simply because they believe that their 

involvement might lead to a positive overall impact or in the hope 

of getting insights into how the company works. It is tempting to 

focus on these people’s intentions and blame their shortsighted 

mindsets. Yet blame seems to fall short, not least because moral 

philosophy in academic settings is also characterized by similar 

tendencies to work for the sake of obtaining fame, money or 

academic reputability. 

 

Instead, a better characterization of the independent value of ethics-

based work is to say that it must be capacious, that actual 

commitment to moral principle requires going beyond and doing 

more than what philosophers are allowed to do within companies 

and corporate settings. It seems all right, for example, to say that a 

facial recognition algorithm should be reviewed because it 

systematically identifies white people more positively than black 

people. However rectifying such bias requires more than “fixing” 

the algorithm. It requires making sure that the algorithm is not 

deployed in settings where it might be used to cause irreparable 

harm to black people. It also possibly involves thinking about 

avoiding the use of such algorithms in the first place, and replacing 

them with human decision-making [6][28]. To the extent an ethics 

board or in-house philosopher engages in moral argument with a 

view to correcting the algorithm yet is prevented from considering 

or voluntarily ignores these other considerations, then that the 

exercise seems to lack substantial independent value. Such value 

requires full and unrestricted substantive commitment to moral 

principle and justice. 

 

Third and finally, notwithstanding the intrinsic or instrumental 

value of these efforts or lack thereof, the expression “ethics 

washing” denotes a particular performative and epistemic function 

of the activities in question which requires distinct analysis. Ethics 

rhetoric may have the effect of freezing popular imagination and of 

preventing the emergence of valuable alternatives. It may promote 

and reinforce a narrow and confined vision of the possibilities of 

regulatory change, and inhibit dialogue. 

 

It can, for example, mislead the public into believing that 

previously contested policies have now become acceptable, thus 

creating a legitimacy buffer for objectionable corporate action. 

Immunizing corporate action from public scrutiny is dangerous for 

more than one reason: apathy strengthens corporations and 

weakens activists, it shifts the burden of policing new technologies 

from deep-pocketed governments and private companies to poorly 

funded activist groups and other marginalized stakeholders. It can 

also discredit awareness enhancing efforts and narrow the spectrum 

of contestation and debate. Self-regulatory efforts, such as the 

example of the FOB provided above, tend to narrow the scope of a 

debate, marginalizing questions of structural injustice or disruptive 

change and instead centering attention around procedural fairness 

and fixable tweaks. This – predictably – ends up favoring the 

incumbents. Although the performative dimensions of ethics 

washing are easy to dismiss, they are in fact crucial to a 

comprehensive analysis of the moral value and acceptability of 

these efforts. 

 

Overall, an analysis from within moral philosophy helps us see 

these in-house ethics washing efforts as lacking significant 

instrumental and intrinsic value and also as playing a performative 

function that can affect individuals and society. While there may be 

exceptions of companies really working to ensure the independence 

and actual valuable contribution of internal ethical work to a more 

just society, it is important for policy-makers not to overlook the 

salience and weight of these critiques of ethics washing in many of 

the existing cases of internal efforts at ethical work, particularly 

around AI. 

6  What’s Wrong with Ethics Bashing 

If the reasons for criticizing and resisting ethics washing from 

within moral philosophy are likely to find support amongst moral 

philosophers and tech ethicists but also more widely, then why do 

we see so much ethics bashing in technology policy circles? This 

seems to happen for two main reasons: a linguistic 

misunderstanding, that is to say the conflation of instrumentalized 

ethics washing efforts with ethics as an aspirational exercise, and 

ignorance of or resistance to the possibilities and importance of 

moral philosophy. 

 

The linguistic misunderstanding is due to what we have described 

in the last section as companies’ cooptation of the language and 

performative function of “ethics” to pursue self-promotional goals. 

Instrumentalized and emptied of its instrumental and intrinsic 

value, what we might have wanted to optimistically call “ethics” 

now appears trapped between meanings: objectionable instances of 

self-regulation, static and incomplete lists of guiding principles and 
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other forms of narrow and conservative regulative “fixes”. None of 

these embodied instances of the practice of ethics are actually likely 

to be fully morally defensible, but the word quickly becomes a 

buzz, it gets defended or criticized at face value by corporations and 

critics of corporate self-regulatory efforts at a similar level of 

reduction.  These dynamics further entrench the misuse and 

instrumentalization of ethics language. In policy circles, the word 

becomes a red herring, a technique so flawed that it can hardly stand 

on its own legs let alone lead to better behavior in the industry. 

Much ink has been spilled in this way, explaining why “ethics” 

cannot fix technology companies or why adopting “ethical 

principles” does not address the risks attached to the development 

of AI systems.  

 

Yet the misunderstanding at bottom is this: what might externally 

appear as an ethical practice, not necessarily is one. Indeed, the 

appearance of moral argument remains an appearance insofar as the 

instrumental and intrinsic value of the exercise remain secondary 

and are subordinated to other less morally significant and selfish 

goals. This is the case when the outcomes of such processes 

consistently favor the interests of industry stakeholders instead of 

the common good. A clear example would be an ethics board that 

consistently favored addictive products that lead to the lock-in of 

users in ‘cool’ new ways, yet mostly for the sake of enhanced 

profits.  

 

Much of the ink used to bash “ethics” was perhaps justified but it 

could have been used more wisely by distinguishing ethics washing 

from the other meaning of ethics, the broad and capacious practice 

which requires us and moral philosophers alike to engage in 

principled thinking with a commitment to human improvement, 

freedom, equality and dignity. We too frequently neglect that 

“ethics” can and must encompass more than what companies make 

of it. Ethical practice, in fact, makes it possible to assess the 

competing or complementary merits of different kinds of 

regulation, including self-regulation and other forms of law and 

policy-making. Instrumentalizing and simplifying the meaning and 

use of ethics language is not only misleading, it is also 

counterproductive, and constitutes a missed opportunity to 

distinguish corporate washing from worthy scholarship and modes 

of thinking that can help us challenge it.  

 

A richer critique of corporate self-regulatory efforts and of their 

cooptation of “ethics” rhetoric therefore demands that we operate 

at two levels: keep being critical of ethics washing, while also being 

aware that our very critique positions ourselves distinctly within 

moral philosophy. In other words, by criticizing or bashing certain 

practices we adopt a distinct moral stance that is within moral 

philosophy and not outside of it. We must thus be ready to engage 

more thoroughly with the flaws of narrow approaches to ethics and 

accept that defending more capacious ethical stances comes from a 

better understanding and awareness of moral philosophy’s potential 

not a blank rejection of it as a language, practice, discipline and 

mode of inquiry. This requires a deep societal reckoning with moral 

philosophy; an understanding of what it is for and of its limits. 

 

Criticized as complex, abstract, apolitical and misleadingly neutral 

or objective, philosophy gets a lot of bashing and is frequently 

dismissed in areas such a technology policy which are fast moving, 

full of ideological conflicts and in need of quick and effective 

responses. However today it is clear that the need for quick and 

effective fixes has been overplayed in technology policy and that 

ideological conflicts and the pace of innovation are not barriers to 

doing more impactful and valuable philosophical work in this 

sector. In fact, the current technological climate, the strong 

resistance to surveillance capitalism, the passing of new data 

privacy laws, the complicated relationship between big tech, big oil 

and climate justice, tech employee movements and whistleblowing, 

all suggest that something within technology is changing, and that 

it is time we adopt new tools and modes of thinking around 

technological justice. What the technology ecosystem is in greatest 

need of today, in fact, seems to be a slower, richer, more 

comprehensive investigation of what various technology 

companies and stakeholders owe to humans, to animals and to the 

planet. New technologies are also making us reinvestigate and 

question the commitments we humans owe to each other, as well as 

to other beings and to the global planet ecosystem. This is precisely 

what moral philosophy is for. We may want to stop bashing it. 

7 Conclusion    

This paper has argued that ethics washing and ethics bashing are 

both narrow approaches that rely on a limited understanding of 

what ethics actually entails. Ethical reasoning or moral inquiry can 

have intrinsic value as a process and instrumental value as a means 

to the achievement of other valuable outcomes. It has been argued 

that the more ethics is used in tech circles as a performative façade, 

the more it is instrumentalized and voided of its intrinsic value or 

role as a means to valuable ends such as enhanced understanding, 

the less value it can have overall as a practice and mode of inquiry. 

Adopting a perspective internal to moral philosophy helps us see 

the limits and actual similarities of what seem like polar opposites 

- ethics washing and ethics bashing – as two instances of 

instrumentalized ethics language.  

 

The way to combat ethics washing, therefore, is not to 

instrumentalize ethical language, reduce and then dispose of it, but 

rather to distinguish performative and instrumentalized forms of 

ethics from valuable commitments to moral principle that promote 

advancements in self-knowledge and understanding. Although 

philosophers might have some work to do to attune their methods 

and discipline to fast-paced and politicized environments such as 

the tech space, we cannot disregard the immense depth and richness 

that philosophy can bring to any debate, not least technology 

governance ones.  
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It is hoped that technology scholars and policy-makers will 

embrace philosophy and be willing to dig deeper into its porous, 

principled and open-ended richness. It is also hoped that more 

moral philosophers will take on the difficult task of rethinking how 

new technologies interact with humans so as to provide answers to 

questions in urgent need of theorization. We all ask moral questions 

as part of our daily pursuits. To avoid falling into reductive 

epistemic and ideological traps, it is everyone’s duty to nourish 

curiosity for ethics and moral philosophy’s role in their personal 

and professional lives. 
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